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▪Unified system

▪For face verification, recognition and clustering.

▪Method: a deep convolutional network.

▪ Learn a Euclidean embedding per image.

▪ The squared L2  distances in the embedding space directly 
correspond to face similarity.
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128 bytes
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Same person Different person
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• How previous approaches get embedding?

(1)Train a K people classifier (2)Pick middle layer as embedding vector.

• Drawbacks: indirectness, inefficient…



▪ Trains its output to be a compact 128-D embedding using a triplet-
based loss function based on LMNN.
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Large Margin Nearest Neighbor

1. Prior knowledge

2. Compute k nearest 

neighbor with the same 

class label

Invades the perimeter 

plus unit margin



▪ Pull target neighbors closer together

▪ Push differently labeled examples further apart
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▪ Triplet
▪ Two matching face thumbnails and a non-matching face thumbnail.

▪ Thumbnails: tight crop of the face area.

▪ Loss
▪ Aims to separate the positive from the negative by a distance margin.
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▪Select triplets that violate the triplet constraint

▪ Across the whole training set
▪ Infeasible to compute

▪ May lead to poor training

▪ Offline: on a subset of the data

▪ Online: within a mini-batch
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• Sample the training data
• 40 faces are selected per identity per mini-batch

• Random sampled negative faces are added to each mini-batch

• Use all anchor-positive pairs in a mini-batch, while still selecting the 
hard negatives
• Semi-hard negatives

• Large mini-batch, size: 1800
• Improve convergence during SGD

• The way of selecting hard relevant triplets
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▪ End-to-end learning

▪ Batch input layer, deep CNN, 𝐿2 normalization

▪ Followed by the triplet loss during training

▪ Explore two different deep network architectures
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Zeiler&Fergus model

Inception model



▪ End-to-end learning

Presenter: Yiling He, 3/28/2019 12



▪ True Accepts

▪ False Accepts

▪ Standard protocol for unrestricted, labeled outside data

▪ Mean accuracy of 10-folders verification set and  the standard error of the mean
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ROC

▪ Training

▪ 100M – 200M face thumbnails 

▪ 8M different identities
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▪ Hold-out Test Set
▪ One million images: same distribution as training set, but disjoint identities

▪ Five splits of 200k images each
▪ VAL and FAR are computes on 100k*100k pairs each split

▪ Standard error across the five splits 

▪ Personal Photos
▪ 12k images: similar distribution to training set, but manually verified to have clean 

labels.

▪ Compute the VAL and FAR across all 12k squared  pairs.

▪ Academic Datasets
▪ LWF (Labeled Faces in the Wild): 13233 images, 5749 people.

▪ Youtube Faces DB: 3,425 videos of 1,595 different people.
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▪ Computation Accuracy Trade-off

▪ Effect of CNN Model

▪ Sensitivity to Image Quality

▪ Embedding Dimensionality

▪ Amount of Training Data



▪ LFW

▪ 1. Fixed center crop of the LFW provided thumbnail. 

▪ 2. A proprietary face detector (similar to Picasa) is run on the provided 
LFW thumbnails. If it fails to align the face (this happens for two images), 
the LFW alignment.

▪ Youtube Faces DB

▪ Use the average similarity of all pairs of the first one hundred frames that 
our face detector detects in each video. 
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98.87%±0.15

▪ DeepFace: (error)reduced by more than a factor of 7, DeepId2+: by 30%

99.63%±0.09

95.12%±0.39

▪ DeepFace: 91.4%, DeepId2+: 93.2%

an overview of all failure cases
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• A threshold of 1.1 would classify every pair correctly.
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All these images in the users personal photo collection were 

clustered together.

• an exemplar cluster for one user.



▪ Provide a method to directly learn an embedding into an Euclidean 
space for face verification
▪ sets it apart from other methods (e.g. DeepFace / DeepId2+)

▪ use the CNN bottleneck layer

▪ require additional post-processing

▪ End-to-end training both simplifies the setup and shows that directly 
optimizing a loss relevant to the task at hand improves performance.

▪ Only requires minimal alignment (tight crop around the face area).
▪ DeepFace: performs a complex 3D alignment
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▪ Reduce model size and CPU requirements.

▪ Improve currently extremely long training times (1000-2000h)
▪ Smaller batch size

▪ Offline as well as online positive and negative mining

▪ Not have a side-by-side comparison of hard anchor-positive pairs 
versus all anchor-positive pairs.

▪ Not directly compare to other losses.
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Compatibility: 

• a set of embeddings generated by different models v1 and v2 can be compared to each other.

• greatly simplifies upgrade paths
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